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Exploration and manipulation of electronic states in low-dimensional systems are of great importance in
the fundamental and practical aspects of nanomaterial and nanotechnology. Here, we demonstrate that the
incorporation of vacancy defects into monatomic indium wires on n-type Si(111) can stabilize
electronically phase-separated ground states where the insulating 8 × 2 and metallic 4 × 1 phases coexist.
Furthermore, the areal ratio of the two phases in the phase-separated states can be tuned reversibly by
electric field or charge doping, and such tunabilities can be quantitatively captured by first principles-based
modeling and simulations. The present results extend the realm of electronic phase separation from
strongly correlated d-electron materials typically in bulk form to weakly interacting sp-electron systems in
reduced dimensionality.
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Metal-atom adsorption on semiconductor surfaces often
results in the formation of quasi-one or two-dimensional
electron systems that are susceptible to charge density wave
instabilities [1], Luttinger liquid correlations [2], and mag-
netic [3,4] or superconducting [5,6] ordering at low temper-
atures. Each of these established ground states in such
electronically simple systems is homogeneous in nature [7].
In contrast, in strongly correlated electron systems such as
doped manganite compounds, different electronic states are
often found to be in close proximity thermodynamically, and
electronically phase-separated (PS) ground states can be
stabilized by quenched disorder [8] or strain [9].
Previous examples of electronic phase separation have so

far been limited to strongly correlated d-electron systems
involving delicate coupling and competitions between the
spin, charge, lattice, and orbital degrees of freedom [10–12].
Thus, it is conceptually intriguing to explore the feasibility
of stabilizing electronically PS ground states in simple
sp-electron systems, where the underlying mechanisms
are likely to be more readily revealed and manipulated.
Meanwhile, it has been demonstrated that the surface
structures of adatoms on semiconductors [for example,
Si(100) surface [13], α-Pb=Geð111Þ [14], Au=Sið553Þ
[15], and α-Sn=Geð111Þ [16]] can be manipulated effec-
tively at low temperatures, and such tunabilities have been

attributed to electric field [17], charging effect [14,15], or
inelastic tunneling processes [16].
In this Letter, we present the first demonstration that by

incorporating vacancy defects, electronically PS ground
states can be stabilized in In atom wires on n-type Si(111),
where the electrons move in broad 5sp bands. In addition,
these PS states encompassing the insulating 8 × 2 and
metallic 4 × 1 phases can be effectively manipulated to
tune the areal ratio of the two phases by changing the
tunneling conditions. Such phenomena of phase control can
be quantitatively captured by first-principles density func-
tional theory (DFT) calculations.
The indium atom wires on the Si(111) surface undergo a

reversible phase transition from a metallic 4 × 1 high-
temperature phase [Fig. 1(a)] to an 8 × 2 insulating phase at
about 130 K [18,19]. Previous temperature-dependent
scanning tunneling microscopy (STM) studies mainly
focused on the nature of the phase transition [20–29],
including order of the transition [20–24] and tunability of
the transition temperature [25–27].
The defect density of the In=Sið111Þ system can be

varied over a relatively wide range by changing the In
deposition flux as shown in Fig. S1 in the Supplemental
Material [30]: lowering the deposition flux increases the
density of the surface defects. Here, the defects most
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likely consist of clusters of adatom vacancies, and the
random and quenched nature of the defects are revealed
in the STM images. The defect density is defined as the
number of defects per square nanometer. A similar flux
dependence of the defect concentration has also been
reported for Ga on Si(112) [31], implying that the defect
formation energy is directly related to the chemical
potential of the incoming adatom species.
In the limit of low defect density, the 4 × 1↔8 × 2 phase

transition near 130 K is quite sharp and 4 × 1 patches
associated with the high-temperature phase are almost
absent at 100 K [20–22]. In this regime, the 8 × 2 structure
is the true ground state structure. However, at a defect
density of ρ ¼ 0.0073 nm−2, the insulating 8 × 2 and
metallic 4 × 1 phases coexist in roughly equal populations
at 78 K, i.e., well below 130 K. This can be seen in the STM
images of Fig. S2 [30] where the dark patches are the
insulating 8 × 2 phase and the bright patches are themetallic
4 × 1 phase. Figure 1(b) shows the areal fraction of the
4 × 1 phase as a function of the defect density, all measured
at 78 K, with the sample bias ðVsÞ ∼ 0.5 V and tunneling
current (It) smaller than 0.5 nA. Interestingly, the areal
fraction of the metallic 4 × 1 phase increases with the defect

density. Evidently, in highly defective samples, both
phases can be stabilized to coexist at temperatures below
130 K, which is the phase transition temperature for the
nearly defect-free system (Fig. S3 in the Supplemental
Material [30]).
Strikingly, the phase separation persists down to 5 K for

defect-rich samples (for example, at ρ ¼ 0.0061 nm−2,
0.0073 nm−2, and 0.0086 nm−2). Figures 1(c) and 1(d)
(ρ ¼ 0.0073 nm−2) clearly reveal the coexistence of the
8 × 2 and 4 × 1 phases at different magnifications. The
areal fraction of the metallic 4 × 1 phase is ∼30% at
Vs ¼ −1.0 V. The observation of the 4 × 1 structure at
temperatures as low as 5 K also suggests that it is a static
phase, rather than the average of dynamically fluctuating
phases. The relative areal fractions remain unchanged after
cycles of annealing to room temperature and cooling down
again. The fact that the metallic 4 × 1 phase has not been
completely converted into the insulating 8 × 2 phase even
at 5 K irrespective of cooling rate, strongly suggests that the
PS configuration reflects a true ground state. We can sketch
a phase diagram for the In=Sið111Þ system as a function of
the defect density and temperature as shown in Fig. 1(f). At
5 K, the 4 × 1 phase appears with ρ larger than
0.0061 nm−2, whereas it is absent with ρ smaller than
0.0038 nm−2 [Fig. 1(e)], regardless of the bias and tunnel-
ing current. Therefore, the critical defect density for the
phase transition from the pure 8 × 2 state to the electroni-
cally PS state at 5 K is roughly between 0.0038
and 0.0061 nm−2.
Now, we focus on the defect-stabilized phase-separated

state, as well as the phase transition of this state to either of
its two constituent states under different driving forces. The
first is the temperature-driven transition between the
homogeneous 4 × 1 state and phase-separated state at a
fixed defect density; the second is the defect-driven
transition between the homogeneous 8 × 2 state and
phase-separated state at a fixed low temperature.
Although we cannot reliably determine the precise orders
of these two phase transitions, they are unlikely to be first
order, as shown theoretically that a sufficiently large
amount of disorder can change a sharp first-order transition
into a continuous one in low-dimensional systems [32] or
strongly correlated manganites [8]. The order parameter for
either of these two phase transitions can be uniquely
defined by the areal fraction of the 8 × 2 or 4 × 1 structure,
similar to that adopted in a previous study [21]. Whereas
the transition between the 4 × 1 state and phase-separated
state is temperature driven, the defect-driven transition
between the 8 × 2 state and phase-separated state is
attributed to be a quantum phase transition, whose exist-
ence has been demonstrated down to the lowest accessible
temperature of 5 K. The randomly distributed defects
impose an inhomogeneous strain field (as discussed later)
on the In chains, and trigger the phase transition when the
induced nonuniform strain is strong enough. This scenario
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FIG. 1 (color online). (a) Perspective view of the optimized
4 × 1 structure. (b) Areal fraction of the 4 × 1 phase at 78 K as a
function of the defect density. (c), (d) STM images of a defect-
rich sample (ρ ¼ 0.0073 nm−2) at 5 K, with Vs ¼ −1.0 V, It ¼
0.5 nA for (c), and Vs ¼ −1.0 V, It ¼ 1.5 nA for (d). (e) STM
image of a defect-poor sample (ρ ¼ 0.0038 nm−2) at 5 K, with
Vs ¼ 1.0 V, It ¼ 0.5 nA. (f) Schematic phase diagram for the
In=Sið111Þ system. The unit cells for the 8 × 2 and 4 × 1 phases
are indicated in (d).
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is in analogy with a picture in the related fields of strongly
correlated manganites, where inhomogeneous strain may
also drive similar phase transitions [9,10].
We note that the 8 × 2 insulating phase is formed via a

periodic lattice distortion resulting in the formation of In
hexagons [33–35]. Thus, it is expected that the existence of
a defect-induced local strain field may change the relative
stabilities of the 8 × 2 and 4 × 1 phases in the In=Sið111Þ
system. Given the inhomogeneous spatial distributions of
both the defects and strain field, the resulting surface is
found to be covered by regions of the 8 × 2 and 4 × 1
phases, whose ratio can be tuned by the defect density. To
confirm this picture quantitatively, we perform hybrid DFT
calculations, including van der Waals interactions. Since
the 8 × 2 unit cell contains two 4 × 2 subunits, we can
simply compare the total energy difference ΔE4×2−4×1
between the 4 × 2 hexagon and undistorted 4 × 1 structure.
The strain field can also be conveniently modeled by
varying the lattice constant of the Si(111) substrate.
Figure 2 shows ΔE4×2−4×1 for four different Si lattice

constants (the electric field effect will be discussed later).
At zero field,ΔE4×2−4×1 decreases with the lattice constant:
i.e., ΔE4×2−4×1 is −15.35, −12.65, −4.23, and −1.51 meV
per 4 × 1 unit cell at 1.002a0, a0 (¼ 5.418 Å, theoretical
equilibrium lattice constant), 0.997a0, and 0.990a0, respec-
tively. These results indicate that compressive strain tends
to stabilize the 4 × 1 structure relative to the 4 × 2 structure,
and that the 4 × 1 structure ultimately becomes the ground
state structure below the threshold strain of ∼0.985a0.
To make a closer connection with the experiment, we

note that the creation of In vacancies leads to finite wire
lengths, which, in turn, reduces the lattice distortions
associated with the 8 × 2 phase near the wire ends.
Indeed, our DFT calculations with a single-adatom vacancy
model confirm that the zigzag In wires contract upon the
introduction of In vacancies (Fig. S4 in the Supplemental
Material [30]). Note that a decrease of the Si lattice constant
would have a similar effect on the zigzag chain. Thus, it is

reasonable that the stabilization of the 4 × 1 structure with
increasing defect concentration is the result of defect-
induced strain, an underlying mechanism also proposed
to be operative for electronic inhomogeneities in mangan-
ites [9]. Although the present simplified vacancy model
captures the central physics involved in stabilizing the
phase-separated ground states, the detailed vacancy struc-
tural model should be further investigated in future studies.
In previous studies [20–22], the coexistence of the 4 × 1

and 8 × 2 phases was demonstrated in the intermediate
temperature range around ∼120 K, with the 4 × 1 phase
pinned by the adatom vacancy defects. The defects were
much lower in total density, and seem to be predominately
point defects. In contrast, in the present study, we inten-
tionally created much higher densities of adatom vacancies
by tuning the effusion cell temperature, so that, in essence,
those high-density defects become vacancy clusters. As a
vitally important consequence, we managed to establish the
ground-state nature of the electronic phase separation down
to 5 K. Moreover, as a further reflection of the delicate
competition between the 8 × 2 and 4 × 1 phases, next, we
show that their areal ratio in the PS states can be tuned
reversibly by changing the tunneling conditions.
Figures 3(a) and 3(b) show STM images, recorded at

78 K, with Vs ¼ −0.4 V and 0.4 V, respectively, at
ρ ¼ 0.0086 nm−2. A-type (B-type) domains at both biases
correspond to the 8 × 2 (4 × 1) phase. However, C-type
areas exhibit the 8 × 2 (4 × 1) phase at Vs ¼ 0.4 V
(−0.4 V), indicating that the 8 × 2 structure transforms
into the 4 × 1 structure and vice versa as the tunneling bias
changes its polarity. I–V spectra were also acquired for the
A-, B-, and C-type areas, as shown in Fig. 3(c). The typical
I–V spectrum for area A shows a band gap of about 0.23 V,
consistent with previous results [34,36]. For B-type areas,
the I–V curve reveals metallic behavior. In contrast, for
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FIG. 2 (color online). Energy difference ΔE4×2−4×1 per 4 × 1
unit cell between the 4 × 1 and 4 × 2 structures. The calculated
results are for four Si lattice parameters as a function of the
external electric field.
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FIG. 3 (color online). Reversible phase transition induced by a
local electric field. (a), (b) STM images of the same area at 78 K,
with It ¼ 0.03 nA for both images. C-type areas are marked with
dashed lines. (c) Typical I–V spectra for the three areas labeled in
(a). (d)–(h) Sequential STM images of the same area, with It ¼
0.05 nA for (e) and (f), and It ¼ 2.0 nA for (d), (g), and (h). All
the STM images were taken on an n-type sample with
ρ ¼ 0.0086 nm−2.
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C-type areas, the tunneling current drops sharply at the
critical bias of Vs;c ¼ 0.28 V, indicating a transition from
the metallic 4 × 1 phase (below 0.28 V) to the insulating
8 × 2 phase (above 0.28 V). The precise value of the critical
bias producing the nanoscale 4 × 1 to 8 × 2 tunability
fluctuates even at the same location. Such jumps of similar
physical origin had also been reported previously [37].
As the bias sweeps from negative to positive, the areal

fraction of the 4 × 1 phase is found to monotonically
decrease from 91% at −1.0 V, to being 57% at −0.4 V,
29% at 0.4 V, and 20% at 1.0 V [Figs. 3(d)–3(g)]. The
reversibility of such bias control is demonstrated by
Figs. 3(d) and 3(h). Such tunable behavior might be
induced by an applied electric field [37] or local heating.
If the local heating effect were prevailing, it should be more
profound in Fig. 3(g) (1.0 V, 2 nA) than in Fig. 3(f) (0.4 V,
0.05 nA), leading to a higher areal fraction of the high-
temperature 4 × 1 phase in Fig. 3(g). On the contrary, the
actual experimental results show just the opposite behavior,
confirming that the local heating effect should be negli-
gible. Here, we focused on the tunability of the 4 × 1=8 × 2

ratio at the nanoscale within the same defect-stabilized
phase-separated state by an applied electric field or charge
doping, with the latter discussed later. We also note that,
given the largely continuous and nanoscale nature of the
tunability demonstrated within the phase-separated state, it
is unlikely to expect hysteretic behavior in such systems.
In order to gain a quantitative understanding of the bias-

dependent stabilization of the insulating and metallic
phases of In=Sið111Þ, we have simulated the electric field
effect by superimposing a sawtooth potential along the
[111] direction (taken as the þz direction) on top of the
effective potential in the Kohn-Sham equation. As shown in
Fig. 2, the application of the external electric field along the
þz (−z) direction decreases (increases)ΔE4×2−4×1, enhanc-
ing the relative stability of the 4 × 2 (4 × 1) phase. This
provides a likely explanation for the observed conversion of
the insulating 8 × 2 phase into the metallic 4 × 1 phase at
negative sample bias or, equivalently, negative electric
field. Experimentally, a typical sample bias of 0.5 V and
a tip-sample distance of 5 Å would give rise to an
electrical field of 0.1 V=Å, which is comparable to the
theoretically estimated field needed to switch the stability
of the two phases under a finite compressive strain. A
detailed understanding of the correlation between the phase
preference and bias polarity is given in the Supplemental
Material [30].
Given the substantially different electronic nature of the

two coexisting phases, it is naturally expected that inten-
tional charge doping may serve as another control knob for
tuning their relative stability. Such tunability is demon-
strated using two different approaches. The first is to take
advantage of the different charge transfers between the In
atom wires and n- or p-type Si substrate. So far, all
observations were made on n-type Si(111) substrates. In

sharp contrast, only the pure insulating 8 × 2 phase is
observed for In wires grown on p-type Si(111) substrates
(0.017 Ohm · cm) at low temperatures, even for a defect-
rich sample (ρ ¼ 0.0085 nm−2), as shown in Fig. S6 in the
Supplemental Material [30]. The contrasting behaviors on
the p- and n-type Si substrates can be attributed to the fact
that electron doping helps to stabilize the 4 × 1 phase [27],
while hole doping favors the 8 × 2 phase. These observa-
tions also suggest that the observed PS ground state for
defect-rich In wires on n-type substrates is thermodynami-
cally stabilized, instead of kinetically frozen.
In the second approach, we restrict ourselves with n-type

substrates, but amplify the charging effect at Si surfaces at
very low temperatures [14,15,38,39] using different bias
potentials. We observe that, at 5 K, positive (negative) Vs
favors the 4 × 1 (8 × 2) phase (Fig. 4), just opposite to the
bias-dependent phase preference at 78 K. This might be
explained by the fact that, at such a low temperature, the
charge transfer between the In wires and the substrate
is substantially suppressed [14,15,38,39], making the
tunneling-induced surface charging effect more pro-
nounced. More data and discussion on the proposed
competition between the surface charging and the electric
field effect are shown in the Supplemental Material [30].
It is noteworthy that the In wires (sp-electron systems)

and the strongly correlated manganites (d-electron systems)
share similar characteristics. For example, the 8 × 2 insu-
lating phase in the In wires and the charge ordering phase in
manganites are developed by lattice distortions from the
metallic phases, respectively. The introduction of extrinsic
disorder effects can stabilize electronically PS states in both
systems. Moreover, the areal ratio between the metallic
phase and the insulating phase can be tuned by external
stimulus, e.g., electric or magnetic field or doping.
In summary, we have demonstrated that electronically

inhomogeneous states with the coexistence of metallic and
insulating phases can be stabilized as true ground states in
the In chains on n-type Si(111) substrates after incorpo-
ration of vacancy defects. The ratio of the two coexisting
phases can be tuned reversibly and effectively by an electric
field or charge doping. The present study not only extends
the electronic phase separation concept from strongly

(a)

5 nm

(b)

FIG. 4 (color online). Tuning the electronic phase separation by
charging effect. (a), (b) STM images of the same area on a sample
with ρ¼ 0.0061 nm−2 at 5 K, Vs ¼ −1.0 V, It ¼ 0.01 nA for (a);
Vs ¼ 1.0 V, It ¼ 0.01 nA for (b).
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correlated d-electron systems to sp-electron systems on the
technologically vital silicon substrates, but also offers new
opportunities in manipulating such electronic nanotextures
for device applications [40].
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